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Abstract. The first step that is always passed by documents in natural language processing is
pre-processing text. These steps are needed for transferring text from human language to
machine-readable format for further processing. However, not many special applications have
been found that function as text pre-processing. This has led to any research on natural language
processing having to create its own program code for the pre-processing text phase. The main
focus of this research is to create an integrated text pre-processing application that can be
accessed by any researcher who needs it. Several issues discussed in this study include the
design, implementation, testing and integration of each text pre-processing feature. Text pre-
processing which is integrated in this research includes case folding, tokenizing, and feature
selection. The tools used in this research are the NLTK library of python and Django framework.
The design of the text pre-processing application can be made using the waterfall method. For
the application stage, the utilization of the NLTK Library can be applied precisely and
systematically. This library also facilitates the implementation phase because of the large number
of NLP classes that can be directly applied.

1. Introduction
Text classification or text categorization is a process that automatically places text documents into a
predetermined category based on the contents of the text [1].Today, text classification has become one
of the branches of knowledge that is widely studied in various communities such as data mining,
machine learning, and information retention. The results of this research have been widely applied in
various applications, including applications to detect the topic of a document [2], applications to separate
spam and e-mail [3], an application to detect SMS in the form of spam [4] and sentiment analysis [5].

As part of Natural Language Processing, there are special stages in classifying texts that also aim
to prepare the text for entry into a classification process called pre-processing text. This stage is a process
that must be done so that the computer is able to process input in the form of text into a series of program
code. Text pre-processing is one of the key components in many text mining algorithms [4]. Text pre-
processing usually consists of several processes namely tokenization, filtering, lemmatization and
stemming. Tokenisation is the process of breaking a sentence into its constituent words. Filtering is a
process to eliminate words that are not important in the classification process. Lemmatization is the
process of classifying words based on specific categories, for example word classes, and stemming
returns affixed words into their basic form.

The use of proper text pre-processing will improve accuracy in text classifications. As in the
previous research [5] there was a 6% increase in results using text pre-processing techniques. However,
each stage that must be done both in text prepressing and feature selection must be done separately, this
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causes impracticality in the process of text classification, so we need a system of integrated feature
selection and pre-processing text. In this research, it is proposed an application development that
integrates feature selection and text pre-processing, to facilitate text classification. With this research, it
is expected that there is an application that integrates feature selection and text preparation so that it can
provide convenience in research on text classification.

2. Methodology

This purpose of this research to design a web-based application that can facilitate users in pre-processing
text. This simplicity is demonstrated in the form of an application that integrates all stages of pre-
processing and feature selection, so users do not need to use different applications for each pre-
processing stage. The approach proposed in this study is a qualitative approach and the method used in
developing its application is a waterfall.

2.1. Data Collection

The data used in this study are in the form of textual data obtained from news portals on the internet
such as detiknews.com and kompas.com. The data retrieval process is done by creating a special bot for
each news portal and running it to obtain news content that is suitable for the news category. This process
is called scraping. The results of this scraping process are stored in a simple database that is linked to
the application to be made.

2.2. Research Process

This research process was developed using the waterfall method. The waterfall method is a software
development life cycle where the method illustrates a systematic and sequential approach to software
development, starting with the specifications of user needs and then continues through the stages of
planning, design or modelling, construction or implementation, and the delivery of the system to
customers / user (deployment), which ends with support for the complete software that is produced.
2.3. Application’s features

The text preprocessing application that will be designed has several features, including adding news
corpus, displaying news corpus, case folding, tokenization, and feature selection. Add news corpus
function to add text data to be processed. In the initial scenario, the data used for preprocessing text has
been taken directly from the web scraper that is integrated directly with the database. However, so that
this application can be used to process text other than news from the web scraper, a feature added a news
corpus. Thus, this text preprocessing application can be used more broadly and for a variety of textual
data.

News display is used to display textual data that is already in the database, which is ready to be
processed. The case folding feature is used to change capital letters to lowercase. This is so that the
words at the beginning of the sentence are treated the same as the same words at the end of the sentence.
The tokenization feature is used to break a paragraph into its constituent sentences and break a sentence
into words. The last is feature selection which aims to retrieve words and sentences that are considered
important that affect the meaning of the sentence or paragraph. All features to be developed are
developed using the NLTK library from python.

2.4. NLTK Python Libraries

NLTK stands for Natural Language Toolkit. This toolkit is one of the most powerful NLP libraries
which contains packages to make machines understand human language and reply to it with an
appropriate response. NLTK is a leading platform for building Python programs to work with human
language data. It provides easy-to-use interfaces to over 50 corpora and lexical resources such as
WordNet, along with a suite of text processing libraries for classification, tokenization, stemming,
tagging, parsing, and semantic reasoning, wrappers for industrial-strength NLP libraries, and an active
discussion forum.

Natural Language Processing with Python provides a practical introduction to programming for
language processing. Written by the creators of NLTK, it guides the reader through the fundamentals of
writing Python programs, working with corpora, categorizing text, analysing linguistic structure, and
more.
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3. Result and Discussions

3.1. Requirements Specification

The results of the requirements specification stage are a list of functional and non-functional
requirements as well as an overview of the system to be made. Some functional requirements that have
been formulated are, the function of connection to the database, the function of adding data to the
database, the function of displaying data from the database, the case folding function, the tokenization
function, and the feature selection function. The stop word removal feature is not used for the feature
selection function, but the TF-IDF calculation. The use of TF-IDF is used so that the feature selection
process is not only based on the words contained in the stop word list, but really based on the position
of the word in the sentence. Non-functional requirements describe the ideal conditions in which the
system can work well. The ideal conditions include computer specifications, software, and network
availability in the work environment.

General description of the system is a diagram that illustrates interwoven subsystems that are
interrelated in order to produce the expected output. An overview of the system for text processing
applications, shown in Figure 1, consists of seven subsystems. The first subsystem is the data extractor,
which functions to retrieve data from the internet. The data is then stored in the second subsystem, the
database. The third subsystem is data input. This subsystem is different from the data extractor, because
the input data is used to enter data from the user through the web interface. The data entered is also
stored in the same database that was taken from the internet. The fourth subsystem is the data viewer,
which functions to display data from the database. The fifth subsystem is a case folder that functions to
change all the letters in the news corpus to lowercase. The sixth is the tokenizer, which functions to
break paragraphs into its constituent sentences and breaks each sentence into its constituent words, and
the seventh is the feature selector, which functions to delete words that are considered less important in
the sentence. Most of these subsystems are built using the Python programming language, using the
NLTK library.

Data Extractor (web scraper) Datab User Data Input
atabase

Data Viewer

N2

Casefolder

€

Tokenizer

1

Feature Selector

Figure 1. System Block Diagrams

3.2. Designing Application

At the application design stage, every basic system requirement that has been previously formulated is
outlined in the form of diagrams and layouts. This is done to make it easier for researchers to understand
the workflow of the system and provide a real picture when the application is completed.
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3.2.1 Database design. The database used consists of one table, which contains date data, titles,
hyperlinks and content descriptions from the news. This is caused by the need for storage that is used
does not require a relationship, so it is enough to use just one table. Following is the database design
used by the system shown in Figure 2.

dt_berita

# |date

judul

link

deskripsi

Figure 2. Database Design

3.2.2 Interface design. Interface design is used to ensure the availability of all components needed by
the user to run the application. Interface design here includes web page layouts, headers, buttons,
information windows and footers. The layout design for the initial page of the text preprocessing
application is shown in Figure 3.
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Figure 3. Interface design

3.3. Application development
The next stage in this research is to change the functions and features described in functional
requirements into applications that can be used by the user. The development of features and functions
is made using the Python programming language. Some of the results of developing this application are
shown in the following figure.

Figure 4. Data viewer implementations

Figure 4 shows the results of implementing a data calling script that is already stored in the database.
Data that has been called is then displayed in a table on the index page.
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Figure 5. Case folder implementations

Figure 5 shows the results of the implementation of the case folder feature. This feature changes the
entire text in sentences and paragraphs to lowercase, and clears paragraphs of punctuation that does not
have any function in the sentence.

3.4. Application deployment

The first step to run a pre-processing text application is to select a document that is already stored in the
database. If the data sought is not found, it can be added to the database using the add data button. After
that, the selected data will be displayed by Data Viewer.

Auto text Summarzation
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Figure 6. Front page applications
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Figure 7. Viewing selected data

The next process is case folding. At this stage, in addition to changing to the lowercase form, also carried
out the stage of cleansing the text of punctuation that is not necessary or not related to news content.
This punctuation is usually the result of a web scraper, which still leaves the html code in the search
results.
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Figure 8. Case folding results

Furthermore, data that is already clean and already has lowercase letters goes directly to the tokenization
process. The paragraph is broken down into sentences and then given an index to determine the order of
the sentence. The results of the tokenization process are shown in Figure 9.
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Figure 9. Tokenization results

At this stage, documents have become an easy form to be processed for various NLP needs. Starting
from the classification of the text, determining the topic of a paragraph, information retrieval and various
other forms of NLP. However, to improve the accuracy of text classification, one more step is needed,
namely feature selection. The feature selection process used in this application uses the TFIDF
calculation approach. Where every word in the sentence is weighted based on the appearance of the
word in each sentence and each document.

Every word that has a known weight will be sorted by highest value to lowest value. The word
with the highest weight will be considered as an important word, so it will be stored, while the word
with the lowest weight will be discarded because it is considered an insignificant word. Words that
appear in many sentences in one paragraph will be given a small weight, while words that appear several
times in a sentence, but not all paragraphs will be given a large weight and are considered important
words. The results of the feature selection process are shown in Figure 10.
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Figure 10. Feature selection results

4. Conclusion

The design of the text pre-processing application can be made using the waterfall method, because this
application is a form of software, and the waterfall method is one of the methods of software
development. For the application stage, the utilization of the NLTK Library can be applied precisely
and systematically. This library also facilitates the implementation phase because of the large number
of NLP classes that can be directly applied.

This application also makes it easy for users who want to pre-processing text, because each pre-
process stage is integrated into one in an application. In addition, because each process is carried out in
stages, the user can also observe the results of each stage and then analyse it. For future research, this
application can be embedded with a feature to display the results of pre-processing text into other
formats such as JSON to make it more flexible.
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