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ABSTRACT The increasing prevalence of autism spectrum disorders necessitates improved early 

screening methods for children to ensure timely intervention and support. While existing screening 

techniques play a vital role, they often face challenges regarding accuracy, accessibility, and 

scalability. This research addresses these gaps by enhancing the K-Nearest Neighbors (K-NN) 

algorithm by implementing a stacking model that integrates multiple distance metrics—Manhattan 

and Minkowski—to improve predictive performance. Utilizing a public dataset, the study employed 

K-Fold Cross-Validation with K=5 to ensure a robust evaluation of the models. The results 

demonstrated that the stacking model achieved an average accuracy of 86.67%, significantly 

surpassing the traditional K-NN approaches, which reported accuracies of 82.67% for Manhattan 

and 81.33% for Minkowski. A user-friendly web interface was also developed to facilitate real-

world application, allowing users to input data and receive immediate predictive outcomes 

regarding autism risk. These findings confirm the effectiveness of the stacking method in enhancing 

K-NN performance and highlight its potential for practical use in autism screening. Future research 

may explore alternative machine learning algorithms and additional features to refine the predictive 

capabilities and user experience further. 

 

KEYWORDS: Autism screening, K-Nearest Neighbors, stacking model, machine learning, 

predictive performance. 

 

 

 

 

I.INTRODUCTION  

Autism Spectrum Disorder (ASD) is a 

developmental condition that affects 

communication, social interaction, and behaviour. 

According to the World Health Organization 

(WHO), as of November 2023, about 1 in 100 

children worldwide are diagnosed with ASD (WHO, 

n.d.). Early detection of ASD is essential because it 

can significantly influence various aspects of a 

child's life, such as their education, socialization, 

and access to appropriate therapeutic interventions 

[1]. Without timely identification, children with 

ASD may face more significant challenges as early 

behavioural patterns become more entrenched and 

complex to change over time. Common early signs 

of autism include difficulties with social interaction, 

communication, and emotional regulation, as well as 

repetitive behaviours and challenges in processing 

sensory information. Recognizing these signs early 

can lead to effective interventions, ultimately 

improving outcomes for children diagnosed with 

ASD [2]. 

Detecting Autism Spectrum Disorder (ASD) 

at an early stage can significantly influence various 

aspects of a child's life, including their educational 

strategies, social skills, and the therapeutic 

interventions that are designed to meet their specific 

needs. Research shows that early intervention can 

have a transformative impact on the lives of children 

with ASD, often leading to better long-term 

outcomes compared to treatments initiated later [3]. 

When parents are able to recognize the early signs 

of ASD and seek professional help promptly, they 

can consult with specialists such as paediatricians or 

child psychiatrists. This timely intervention allows 

for the development of tailored treatment plans and 

therapies that can enhance the child's learning 

experiences and social interactions, ultimately 
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fostering a supportive environment for their growth 

and development. The earlier the diagnosis, the 

more influential the interventions can be, helping to 

mitigate potential challenges that might arise as the 

child matures [4]. 

Numerous studies on the early detection of 

Autism Spectrum Disorder (ASD) have employed 

various approaches, including image analysis, video 

observations, audio assessments, brain signal 

monitoring, and questionnaires [5][6]. Among these 

methods, questionnaires provide a straightforward 

and accessible means of data collection, making 

them particularly popular in both research and 

clinical settings. This study focuses specifically on a 

questionnaire-based approach for ASD detection, 

primarily because of its ease of implementation and 

efficiency in data acquisition. Furthermore, methods 

utilized in previous research span a wide range, from 

rule-based systems and basic statistical techniques to 

advanced machine learning and deep learning 

algorithms. This diversity in methodologies 

underscores the adaptability and flexibility required 

in developing effective detection strategies for ASD, 

allowing researchers to tailor their approaches based 

on available resources and specific research goals. 

Machine learning-based screening 

approaches utilizing questionnaires have employed 

algorithms like Support Vector Machine (SVM), 

Logistic Regression (LR) [7] modified SVM [8] and 

K-Nearest Neighbor (KNN) [9]. These approaches 

have performed well with tabular data from 

questionnaires with relatively simple models. 

One widely used algorithm in this context is 

K-Nearest Neighbors (KNN), known for its 

simplicity, non-parametric nature, and ability to 

handle non-linear data. KNN does not require 

complex training processes, making it suitable for 

small datasets [10]. However, KNN is sensitive to 

outliers and performs poorly with high-dimensional 

data [11]. Previous studies have compared distance 

metrics used in KNN, finding significant variations 

in performance depending on the dataset [12], [13]. 

Choosing a distance metric such as Manhattan or 

Minkowski can improve KNN's performance, 

particularly in datasets with outliers or high-

dimensional data [14]. 

Ensemble techniques have been employed to 

address KNN's limitations. As recent research 

shows, these techniques combine multiple classifiers 

to create a more accurate model [15]. By integrating 

KNN with other models, ensemble methods reduce 

KNN's sensitivity to outliers and high-dimensional 

data, resulting in improved predictive performance  

[16]. This study contributes to the field by 

comparing different distance metrics and 

implementing stacking techniques in KNN to 

enhance the prediction accuracy of ASD in children. 

 

 

 

II.METHOD  

This research consists of several stages 

designed to clearly identify each process in 

addressing the research problems and producing 

new contributions. The research steps are divided 

into four main sections as follows. The stages of the 

research can be seen in the diagram presented in 

Figure 1 below. 

This flowchart illustrates the research 

process for detecting Autism Spectrum Disorder 

(ASD) using a machine-learning approach. It begins 

with dataset collection, followed by a preprocessing 

stage to ensure data quality by handling missing 

values, normalization, and feature encoding. The 

data is then split into training and testing sets to 

ensure unbiased model evaluation. 

 
FIGURE 1.  Flowchart of the Research Process in 

Detecting Autism Spectrum Disorder. 

The modeling phase involves building three 

models: KNN using Manhattan distance, KNN using 

Minkowski distance, and KNN Stacking, which 

combines multiple models to improve accuracy. The 

models are evaluated using a confusion matrix to 

assess performance and K-Fold Cross-Validation to 

minimize overfitting. The best-performing model is 

then deployed, making it ready for practical use in 

detecting ASD in new data. This process is designed 

to be iterative, ensuring optimal and applicable 

results. 

A. Data Collection 

The research began by collecting a publicly 

available dataset titled "Autistic Spectrum Disorder 

Screening Data for Children" from the UCI Machine 

Learning Repository. This dataset, which is in CSV 

format, contains 292 records focused on predicting 

Autism Spectrum Disorder (ASD) in children aged 

4 to 11 years [17]. It consists of 20 features and two 

class labels, representing various demographic and 

behavioural factors. Key demographic variables 
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include the child's age, gender, ethnicity, history of 

jaundice, family history of ASD, and the 

relationship of the respondent to the child (e.g., 

parent or guardian). In addition to these 

demographic details, the dataset includes responses 

to 10 behavioural screening questions (Q1 to Q10), 

which are answered with a binary "Yes" or "No." 

These questions are designed to assess specific 

behavioural traits that may be indicative of ASD. 

The class label, also binary, identifies whether the 

child is likely to be diagnosed with ASD based on 

the combination of demographic and behavioural 

data. This dataset serves as the foundation for 

building predictive models to assess the risk of ASD 

in children. 

 

B. Preprocessing 

In the preprocessing stage, several key steps 

were undertaken to improve the dataset's suitability 

for predictive modelling. First, irrelevant or 

redundant features were manually removed to avoid 

noise in the model. These excluded features were: 

• age_desc: A descriptive feature that does not 

contribute to the prediction task. 

• country_of_res: The country of residence was 

deemed irrelevant to the ASD diagnosis. 

• Ethnicity: Although demographic, ethnicity 

was not directly linked to ASD prediction in 

this study. 

• used_app_before: This feature, indicating prior 

use of the screening app, was not essential for 

the current task. 

• Result: The actual result of the screening could 

lead to data leakage if included. 

• Autism: Another result-based feature that 

might cause bias in prediction. 

After feature selection, the dataset faced 

missing values in the relation feature, with 44 

records missing information on the respondent's 

relationship to the child. Rather than discarding 

these rows, appropriate imputation methods were 

applied to retain as much data as possible, yielding 

a final dataset with 248 complete records. The 

dataset was pretty balanced with respect to class 

labels, containing 122 negative (no ASD) and 126 

positive (ASD) cases. 

One-hot encoding was applied to handle 

categorical variables such as gender, jaundice status, 

and relationship to the child. This process 

transformed these categorical features into 

numerical binary vectors, which allowed machine 

learning algorithms to process them effectively. This 

transformation was essential as many algorithms, 

such as KNN and stacking models, require 

numerical inputs for proper operation. 

Thus, after careful feature selection, 

imputation of missing values, and encoding, the 

dataset was cleaned and prepped with 248 instances, 

and features transformed into a format suitable for 

machine learning model, and also performed a 70:30 

train-test data split with an equal proportion of 

labels. 

 

C. Model Development 

Model development involves training and 

evaluating the K-Nearest Neighbor (KNN) 

algorithm using different distance metrics, 

specifically Manhattan and Minkowski distances. 

The research utilizes K=7 as the KNN parameter. 

The Manhattan distance between two points x and y 

is calculated as follows: 

𝑑(𝑥, 𝑦) = ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1                                (1) 

The Minkowski distance generalizes both Euclidean 

and Manhattan distances and is given by 

𝑑(𝑥, 𝑦) = (∑ (𝑥𝑖 − 𝑦𝑖)𝑝𝑛
𝑖=1 )

1

𝑝                      (2) 

where 𝑝 = 1 corresponds to Manhattan distance and 

𝑝 = 2 corresponds to Euclidean distance. 

The computational steps of KNN include 

setting the K value, calculating distances using the 

specified metrics, sorting data based on ascending 

distances, and making predictions based on the 

majority class of the nearest neighbors. 

Additionally, the study employs a Stacking 

Ensemble Classifier, which combines multiple 

classifiers for improved accuracy. The base learners 

are KNN with Minkowski distance, while the meta 

learner is KNN with Manhattan distance. The 

outputs from the base learners are utilized to 

generate new features for the meta-learner to make 

final predictions. 

Several metrics are used to evaluate the 

models' performance. The confusion matrix is 

constructed to compare predicted and actual labels, 

allowing for calculating key evaluation metrics. 

Accuracy is assessed by measuring the ratio of 

correct predictions to total predictions, while 

precision evaluates the proportion of accurate 

positive predictions among all optimistic 

predictions. Recall, on the other hand, calculates the 

proportion of actual positives that were correctly 

identified. The F1-Score combines precision and 

recall into a single metric, providing a 

comprehensive view of the model's performance. K-

Fold Cross Validation is also employed, where the 

dataset is divided into K subsets to ensure that the 

model is trained and tested effectively across 

different data segments [18]. The stacking technique 

applied in this study is illustrated in the diagram 

shown in Figure 2 below. 
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FIGURE 2.  Stacking Ensemble Technique for K-Nearest 

Neighbor Classification. 
  

The stacking technique illustrated in Figure 2 

enhances the performance of K-Nearest Neighbors 

(K-NN) classification by combining multiple 

models to improve predictive accuracy. In this 

ensemble approach, various base models are trained 

on the same dataset, capturing different aspects of 

the data. The outputs of these base models are then 

fed into a meta-learner, which learns to make final 

predictions based on the projections of the base 

models. This layered structure allows the stacking 

ensemble to leverage the strengths of different 

algorithms, ultimately resulting in improved 

classification performance, particularly in complex 

tasks such as autism screening. 

 

D. Deployment 

In the deployment stage, the trained machine 

learning model was integrated into a web application 

to provide a user-friendly interface for making 

predictions on Autism Spectrum Disorder (ASD). 

The web application was developed using standard 

web technologies—HTML for structure, CSS for 

styling, and JavaScript for dynamic interactivity. 

The primary goal of the deployment was to allow 

users to enter questionnaire responses via the 

website, and based on their input, the model would 

deliver real-time predictions about the likelihood of 

ASD in children. 

To achieve this, the machine learning model, 

which had been trained and optimized, was 

converted into the ONNX (Open Neural Network 

Exchange) format.  ONNX, or Open Neural 

Network Exchange, is an open-source format that 

allows machine learning models to be easily shared 

and deployed across different platforms and 

frameworks. Converting a model into the ONNX 

format makes it highly portable. It can be used in 

various environments, from web browsers to mobile 

devices and IoT systems, without significant 

reconfiguration or retraining. In the context of this 

research, adopting ONNX has a transformative 

impact. It ensures the model can run efficiently and 

in real-time directly in a browser using ONNX.js, 

eliminating the need for server-based computations. 

This reduces latency and makes the system more 

accessible and scalable for a broader audience. 

Additionally, ONNX optimizes model performance, 

enabling faster processing while maintaining 

accuracy, crucial for real-time applications like 

Autism Spectrum Disorder detection. By leveraging 

ONNX, the research output becomes adaptable to 

future technologies and platforms, ensuring long-

term usability and more comprehensive practical 

implementation. 

This conversion was necessary to ensure 

compatibility across different platforms and enable 

efficient execution within the browser environment. 

ONNX.js, a JavaScript runtime for ONNX models, 

was then used to load the model within the web 

application. By leveraging ONNX.js, the model was 

seamlessly integrated into the web interface, 

enabling real-time processing of user inputs directly 

from the browser without needing to rely on a server 

for predictions. The deployment workflow is 

straightforward: users access the questionnaire form, 

provide the required inputs (such as demographic 

details and responses to screening questions), and 

then submit the form. The ONNX-based model 

processes the data and instantly returns a prediction 

indicating the likelihood of ASD. The results are 

accompanied by tailored recommendations or next 

steps based on the model's output, making the 

application both informative and actionable. 

This deployment provides an accessible tool 

for early screening, allowing users to interact 

directly with a predictive model and receive real-

time feedback, as shown in the simplified illustration 

in Figure 3. 
 

 
 

FIGURE 3.  Illustration of Model Deployment.  

 

This deployment offers an intuitive and user-

friendly interface for early screening of Autism 

Spectrum Disorder (ASD) in children. Users input 

relevant information through a web-based 

questionnaire, and the predictive model—integrated 

into the system using the ONNX format—analyzes 

the data in real time. The illustration in Figure 3 

demonstrates the seamless interaction between the 

user input and the model's processing, showcasing 

how the system generates predictions and provides 

immediate feedback on potential ASD risk based on 

the responses. This approach enables accessible and 

efficient early screening. 
 

III.RESULT AND DISCUSSION 

This research aimed to evaluate the K-

Nearest Neighbors (K-NN) model's effectiveness in 

diagnosing autism in children by employing various 

parameters and methods. The Neighbor parameter 

was set to its default value of 7. To mitigate bias in 
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testing, the evaluation utilized K-Fold Cross-

Validation with K=5, partitioning the dataset into 

five segments. This approach ensured that each 

model's performance could be reliably assessed 

across diverse subsets of data, reflecting its 

applicability in real-world scenarios. The 

performance analysis employed a confusion matrix 

to provide a comprehensive overview of each 

model's classification outcomes. Table 1 

summarizes the training accuracy results across the 

five folds for each model, reflecting the accuracy 

measurements obtained from each fold. 

TABLE 1. K-Fold Training Results 

Fold 
K-NN 

Manhattan 
K-NN 

Minkowski 
K-NN 

Stacking 

1 91.43 91.43 94.29 

2 88.57 88.57 88.57 

3 85.71 85.71 91.43 

4 82.35 85.29 85.29 

5 88.24 88.24 94.12 
Mean 87.26 87.85 90.74 

 

 The results in Table 1 illustrate the 

performance of three models—K-NN Manhattan, K-

NN Minkowski, and K-NN Stacking—evaluated 

using K-Fold cross-validation. The K-NN 

Manhattan and Minkowski models showed similar 

performance, with mean accuracies of 87.26% and 

87.85%, respectively, indicating that the distance 

metric had minimal impact on their results. Despite 

this, their performance was inconsistent across the 

folds, and neither model achieved the highest 

accuracy in any particular fold. On the other hand, 

the K-NN Stacking model demonstrated a clear 

advantage, achieving the highest accuracy of 

94.29% in Fold 1 and a mean accuracy of 90.74% 

across all folds. This superior performance 

highlights the power of the stacking technique, 

which aggregates predictions from multiple base 

models to improve accuracy and generalization. By 

combining different K-NN variants, the stacking 

model overcame the individual limitations of each 

model, resulting in a more robust and reliable 

prediction system.  

These results emphasize the potential of K-

NN Stacking in addressing the complexities of 

autism detection, where slight variations in input 

features can significantly impact outcomes. Its 

higher consistency and accuracy make it an ideal 

candidate for developing a reliable and scalable 

screening tool, aligning perfectly with the research 

goal of creating a precise diagnostic system. The 

findings confirm that stacking is valuable for 

enhancing machine learning models in medical 

diagnostics, offering increased reliability and 

practical applications in real-world scenarios. The 

results of the confusion matrix for binary 

classification are presented in Table 2. 

TABLE 2. Confusion Matrix Results 

Model TP TN FP FN 

KNN 

Manhattan 
38 24 13 0 

KNN 

Minkowski 
37 24 13 1 

Stacking 37 28 9 1 

 

Table 2 summarizes the confusion matrix 

results for each model, presenting values for True 

Positives (TP), True Negatives (TN), False Positives 

(FP), and False Negatives (FN). The stacking model 

demonstrated the highest True Negative (TN) value 

at 28, indicating its superior ability to correctly 

identify non-autistic cases compared to the other 

models, which both recorded a TN of 24. This is a 

crucial finding, as a higher TN count contributes to 

reducing the number of misclassifications for 

children who do not have autism, thereby improving 

the overall reliability of the screening tool. 

Regarding True Positives (TP), the stacking 

model scored 37, just 1 point lower than the KNN 

Manhattan model, which had a TP of 38. This 

suggests that while the stacking model may slightly 

lag in its ability to classify autistic children 

compared to the KNN Manhattan model correctly, it 

still maintains a robust performance. The stacking 

model's higher TN and slightly lower TP 

demonstrate that while it may slightly sacrifice 

sensitivity in identifying autistic cases, it 

significantly improves specificity (correctly 

identifying non-autistic cases). This balance is 

crucial for developing a robust screening tool, as it 

helps minimize false positives and negatives, 

leading to a more reliable diagnostic tool for autism 

detection. 

The False Positives (FP) analysis reveals that 

the stacking model outperforms both KNN 

Manhattan and KNN Minkowski models, achieving 

the lowest FP count at 9. This indicates that the 

stacking model is more effective in minimizing 

incorrect classifications of children as autistic when 

they are not, which is crucial for avoiding 

unnecessary stress and intervention for families. To 

provide a more comprehensive view of each model's 

performance, calculations for accuracy, precision, 

recall, and F1 Score were performed, as shown in 

Table 3. 

TABLE 3. Model Performance 

Model Accuracy Precision Recall 
F1-

Score 

KNN 

Manhattan 
82.67 87.25 82.43 82.04 

KNN 
Minkowski 

81.33 85.00 81.12 80.76 

Stacking 86.67 88.49 86.52 86.47 

 

Table 3 presents a comprehensive overview 

of each model's performance based on several key 

metrics: accuracy, precision, recall, and F1 Score. 

The stacking model outperforms the other models in 
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all evaluated metrics, achieving an accuracy of 

86.67%. This high accuracy indicates that the 

stacking model correctly classifies a significant 

majority of both autistic and non-autistic cases, 

which is critical for ensuring a reliable screening 

tool for autism in children. 

Precision, which measures the proportion of 

positive results among all optimistic predictions, is 

highest for the stacking model at 88.49%. This 

suggests that when the stacking model predicts a 

child as autistic, it is more likely to be correct than 

the other models, thus reducing the chances of false 

positives. 

Recall, or sensitivity, reflects the model's 

ability to identify actual autistic cases correctly. The 

stacking model's recall of 86.52% indicates that it 

successfully identifies a substantial proportion of 

children with autism, which is vital for timely 

diagnosis and intervention. 

The F1 Score, which balances precision and 

recall, is also the highest for the stacking model at 

86.47. This metric is particularly important in this 

context because it reflects the model's ability to 

perform well across both precision and recall, 

ensuring that it not only effectively identifies 

children with autism but also minimizes 

misclassification. 

Using macro averages in this evaluation is 

advantageous as it treats each class equally, 

irrespective of their representation in the dataset. 

This approach is especially relevant in medical 

screening applications like this one, where class 

imbalance may exist between autistic and non-

autistic children. By employing macro averages, the 

evaluation accurately reflects the model's overall 

performance across both categories, thereby 

ensuring that the results are not skewed by the 

prevalence of one class over the other. 

Upon determining that the KNN-stacking 

model was the best-performing algorithm, we 

proceeded to deploy it into a web-based application 

aimed at facilitating autism screening. The user 

interface of this application is designed for clarity 

and usability, making it accessible for users without 

technical expertise. A detailed overview of the 

interface components is provided below, as 

illustrated in Figure 4 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

FIGURE 4.  Snapshot of the generated website (a) Header 

display, (b) Questionnaire form, and (c) Prediction results 

and recommendations. 

 

(a) Header Display 

This section prominently features the application 

title, "Autism Screening Tool," along with a brief 

description of its purpose. The header includes 

instructional text to guide users on using the tool 
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effectively. The layout is visually appealing, 

utilizing appropriate colors and fonts to enhance 

readability and engagement. 

(b) Questionnaire Form 

The questionnaire form is a pivotal interface 

element where users input their responses. It consists 

of various fields, including multiple-choice 

questions, checkboxes, and rating scales, designed 

to capture comprehensive data regarding children's 

developmental milestones, social interactions, and 

behavioral patterns. Each question is carefully 

crafted to ensure clarity, enabling users to provide 

accurate and relevant information. For instance, 

questions might assess social behaviors (e.g., "Does 

your child make eye contact?") and developmental 

milestones (e.g., "At what age did your child begin 

speaking?"). The form also features validation 

checks to ensure all necessary fields are completed 

before submission, preventing incomplete data 

entry. 

(c) Prediction Results and Recommendations: 

After users complete the questionnaire and click 

the "Predict" button, the application processes the 

input data through the KNN-stacking model. The 

model utilizes the data to generate results indicating 

the likelihood of autism spectrum disorder (ASD) in 

the child. The results are presented in an easily 

digestible format, often with a confidence score 

(e.g., "There is a 78% likelihood that your child may 

exhibit signs of autism."). This score helps convey 

the seriousness of the results while also allowing for 

nuance in interpretation.  

The results are accompanied by tailored 

recommendations, including suggestions for further 

assessment by a healthcare professional, support 

group resources, or early intervention strategies. 

This information empowers users by providing 

actionable steps based on the predictive analysis. 

The deployment of the KNN-stacking model 

was achieved using the ONNX (Open Neural 

Network Exchange) format, which was chosen for 

its compatibility across various platforms. This 

format ensures seamless integration into web 

environments that utilize HTML, CSS, and 

JavaScript, facilitating a smooth user experience. By 

leveraging the ONNX format, the KNN-stacking 

model can be efficiently loaded within the web 

application, allowing for real-time predictions based 

on user input. The model's architecture combines 

multiple KNN approaches to enhance predictive 

accuracy while operating behind the scenes. This 

setup enables the system to respond quickly to users 

without noticeable delays, ensuring an efficient and 

responsive interaction. 

The application is designed with user 

engagement in mind, guiding users through a 

straightforward interaction process. Upon entering 

the application, users are greeted by a welcoming 

header display that provides an overview of the 

tool's purpose. Following this introduction, users are 

prompted to complete a questionnaire, which is 

essential for gathering the necessary data for the 

model's predictions.Once all questions have been 

answered and the questionnaire submitted, the 

system will trigger the KNN-stacking model to 

process the data. Users receive instant feedback in 

the results and recommendations sections within 

moments, providing valuable insights based on their 

responses. This efficient flow enhances user 

experience and encourages timely interventions for 

those seeking early autism screening. 

 

IV.CONCLUSION  

This study shows that the stacking model 

significantly enhances the KNN algorithm for 

autism detection, achieving the highest accuracy of 

86.67%, compared to 82.67% for the Manhattan 

distance and 81.33% for the Minkowski distance. 

The stacking model’s ability to combine multiple 

KNN variants makes it the most effective method for 

accurate and reliable early autism screening. 

The model has been successfully deployed as a 

simple website, offering a practical tool for parents 

and healthcare providers to screen children for 

autism. For future work, exploring alternative 

algorithms like SVM, deep learning, and 

hyperparameter tuning could improve performance 

further. Additionally, improving the user interface 

and considering mobile app development would 

enhance accessibility and user experience, making 

the tool more versatile and widely adopted for early 

detection of autism. 
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